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A Great Application... @peiNms UK

Www.opennms.co.uk

* OpenNMS
— Open Network Management System

— OpenNMS is the world's
— First Enterprise and Carrier Grade
— Network and Infrastructure Management Platform
— Developed under the Open Source Model.

* Technology
— Written in Java

— Packaged for
— Windows, Linux and most Unix distributions

— Proven resilience and scalability

°* Websites

— WWW.0pennms.org
— http://sourceforge.net/projects/opennms/
o opentiis, AttRS:/igithub.com/OpenNMS/ dide - 3
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... Made by a great community (@pzaNMs UK

Www.opennms.co.uk

User community

— The active user community is probably around 10,000
people.
— Support customers; 100+ globally

Developer Community
— We have 40+ developers with commit access

Assets
— Licence GPL
— The IPR is owned by The OpenNMS Group, Inc.
— OpenNMS Trademark owned by The OpenNMS Group

Governance

— The community is managed by The Order of the Green
Polo. All active OGP members have a vote on the direction
of the project.

DEV-JAM Minneapolis June 2013

= | Soaes) I ST
i e |

Foundation 4 X
— The independent OpenNMS Europe Foundation has been . - .
created to represent the interests of the user community DEV-JAM Minneapolis June 2014

and run the user conferences

© OpealMhtfRAIMAGpennms.eu slide -4
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Capability Overview

OpenNMS Release 14

(Released Q3 2014)
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Managing Next Generation Serwces @peiNms UK
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End user Services
(Apps) are a mash-up of
web services accessed
through standard and

Application proprietary protocols;
S * HTTP, REST, SOAP,
pace JSON, RSS,
* Open Data /| RDF etc.
URI < URl % URI * ‘Internet of things’
— Service 1=
Virtualised 3 S 25 " e Services hosted in
\SEIMICE —Service 2 - @ ‘Cloud’ designed to
Infrastrugturg e j r o scale through addition
And applications of VM resources
VM Ej VM ; VM |

Cloud/SDN/NVF : ina’
< m —5— vt aran

Underlying physical infrastructure
Commodity hardware
Geographical Diversity

Rapid Churn

Network Connectivity

Physical
Infrastructure

Core Network Cloud

© OpenNMS / Entimoss 2012 slide - 6



OpenNMS Problem Handling touch points (@pauNMS UKEE
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OpenNMS Problem Handling touch points @peiNMS UKEE
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OpenNMS Performance touch points @oziINMS UKEE
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Resource Data Collection at All Layers  @GaaaNms UK
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Warketi

(rommrecemen | (Temca ) [ T

* Remote Pollers
— Remotely monitor services from multiple locations

Synthetic Transactions / Data Collection

— ICMP / HTTP/ HTTPS

— ReST/WS/ XML

— DHCP/DNS/ FTP/ LDAP Radius

— IMAP/ POP3/SMTP/ NTP

— JDBC/JSR160 (JMX)/WMS /WBEM

— NSClient (Nagios Agent) / NRPE (Nagios
Remote Plugin Executor)

— SMB/ Citrix

— SNMP/ SSH TCP

Virtualisation
— VMware integration
— Open Stack (being developed)

Service & Network discovery
—  VMware integration
—  Policy driven Layer 2 network discovery

© OpenNMS / Entimoss 2012
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Virtualised
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Proven Scalability @peiNms UK

Www.opennms.co.uk

Nearly 60,000 Devices on a Single Instance (Swisscom) G
swisscom:

1.2 Million Data Points Every Five Minutes (New Edge) w,_,EuJ P —

H ET W O R K S5
AAAAAAAAAAAAAAAA

32,000 Interfaces per Device (Wind) "

* 2000 events/sec (SRNS)

* 3000 Remote Monitors (Papa Johns)

Helt-:r lxly,rcdmnn-.
Better Pizza.

© OpenNMS / Entimoss 2012 slide - 12



Presentation supports @oeiNMS UK
Service Provider Business Processes "Wwopenms.cok

Infrastructure ‘Produce Lifecycle
(Famwoonm | [T )

Management

%, Customer view
—  Customer specific dashboards / Wallboards

Warketing & Offer Management

(@pZINMS

I IT IT T
wwwwww

Surveillance pmatrix

Management

Supply Chain Development & Management

C J{ I J

* Service | Resource Problem management

Fepad lime:  31GI/Z012 548 P

Soda report (@Jilc'li}NMS‘

* Event Collection
—  OpenNMS can record all event occurrences

* Alarm Correlation
—  Data base automations e
— Jboss Rules correlation engine for more sophisticated down stream

alarm suppressing. TR Z,_;i; T ‘:]
. gn - - & h&:"ﬂ “%_4‘% R ",
* User Notifications and scheduled escalation oo o 3
— Notification escalation mechanism between users. s
- - - ° H 25
*  Trouble ticket integration Business Inte M-“'

—  RTand OTRS, Remedy, Jira etc. —  Operations,

= spite zero

© OpenNMS / Entimoss 2012 slide - 13




EiE
Current OpenNMS Performance Mgt @»@NMs UK

Www.opennms.co.uk

* Polled Data collection open S e et 1

24-5ep-2008 17:26 EDT

— Multiple sources
. Mode List Search Outages Path Outages Dashboard Events Alarms Notifications Assets Reports  Charts
Regular Co”ectlon Surveillance Distributed Status  Map Help

_— LOW COSt and h|gh|y Scalable Home / Reports / Resource Graphs / Results

Time period Last Day =

From Fri Sep 19 00:00:00 EDT 2008
To Sat Sep 20 00:00:00 EDT 2008

¢ Th re S h 0 I d AI e rti n g Node: ams.nl.eu.finkmirrors.net (finch)

SNMP Interface Data: ethO (213.84.134.230, 10 Mbps)

- Blnary threShOIdS Bits In/0ut (High Speed)

— How do we track over time T UF T
— How do we predict problems | | |
= o40M I ! | |
B 0&:00 12:00 18:00 &
Hin avg 25.01 k Min 7.50 k Max B638.55 k
.To:tt R

¢ Reports - Jasper Percent Discards In/Out
— Some calculation capability

— Primarily works with database but can |
use RRD data sources i " = o #

Percent discards
o
wn

Hin avg : 0.00 Win 0.00 Max 0.00
Wout Avg 0.00 Win 0.00 Max 0.00
Percent Errors In/Out
* N .
w
ew ;
=
- - o 0.5
o
— Near Real Time Graphing :
%
[
a
0.0 £
06:00 12:00 18:00
Hin Avg : 0.o0 Win 0.00 Max 0.0
Wout Avg 0.00 Min 0.00 Max 0.00

Future - Newts

— Performance RRD’s moving to

Cassandra
© OpenNMS / Entimoss 2012 slide - 14



New User Dash /| Wall Board eesse 113 @P20NMS UK%IE

Www.opennms.co.uk

=

‘ Op f NMS I demodisplay ‘l Ops Panel Ops Board Refresh

Alarms Surveillance i Customised User
Home / Surveillance j— DaShboard diSplay

Surveillance View: default row a - L, 20011

Nodes PRO 20
row b

no data

Routers 10 of 13 | Dof1
Switches 9 of 11 0of 0 'ITI < | _}l_l_
Map KsC
P -
’EESE'-H':. ) ‘ Show Severity == I Mormal vl m open NMS Idenmdisplay 'l Ops Panel Ops Board _ Resume
r
i Manchester . - o
Powered by Leaflet — Map data ® OpenStrestMap contributors,
CC-BY-SA, Tiles @ MapQuest Map
Aleisct AN ddeselect All | Acknowledge = Submit ) ) )
- R > .
= R e S B e LI 2 o @Krmlinnsand i, ‘ Show Severity == I Mormal 'l
el il Visby o
e o Vil o |
o eren s o
o Vi i I
gHimetad © o Halmr id,
Inner Dures o
3 Narth G TR

Rotating Wallboard display Seas il o Vo Dok () ;
@ @Kebcnhavn o/ telped

Esbjorg
3 o0k

Londonde Dumies  pewcast S Lithi
,_-D ;:Irasl B 2 M;:,:,m.,,. b gy nauni:g'ra'a[_
B . . f s el of -] wial @Gd:mik_ oo T
(Boost priority for M, T et L Sl s
k I d d bl o Man “‘"""Oﬁirmwmwﬂr!" Hamiburg ' o
Iish  Kingdo @ 4. Szcanein Gruhiacy |
u n ac n OW e ge pro e ms) J Sea o Sikn Powered by Leaflet — Map data @ OpenStreetMap contributors, CC-BY-SA Tiles @ MapQuest
o 5 S
Alarms | Modes Select All Deselect All I Acknowledge vl Submit
D ¥ SEVERITY HODE UEI COUNT LAST EVENT TIME LOG MESSAGE x
T 1046931 I Minor (AMADMTESTDBO1VM uei.opennms.org/nodes/dataCollectionFai 2 Jun 2, 2014 4:13:50 PM SNMP data collection on interface *
4| | 3|

© OpenNMS / Entimoss 2012 slide - 15



NEW MapS &. TOpO'Ogy (Release 1.12+)

wpezuNMs UK™

Www.opennms.co.uk

File Edit View History Bookmarks Tools Help
|@DpenNMS Mode Maps x I@merﬂemmuxs}’cwaed by Open... = I & Add-ons Manager XI +

0,0PENNMS, 0rg/opennm:

de-maps

Geographical node map

GHE“upennmsdemo P‘ + @

et Falls

Q)

¢ M[Bearch.
— e

Dashboard Ewvents

Alarms

HORTH BRKOTA

Topology Map
) - Log out

(using Google maps or
Open Streetmap)

User: demo (Noti

Maps - Support

Distributed

A Bk
o L awision ® | y
L MERESOTA =
Show Severity == | Normal = ‘ Billirngs |10 i e 16X I -~ Litla Currant
rﬂi J | B ) I St Cloud =3
i 5 | Qi a A
/ 4 | Minnespolis Wausau 3 :
o ® 2 £ McHIGAN | gali=tnt s
X il 2 5 . swasrraen Lo . Rarrio 2
w® o | SOUTHOWKOTA Mk - ~ -
= bn | | (O AbdetHis = | phople's ifac = | quOpensourc x | W laferna {De x| ] Product B % | () Geographic x| igubortomwort x| [iJRonnie Eub x | The Opent x | yumopenn x | (GVmwareer x | [ERunning A x | WRKCS12- 0 x | locathostE %
§ « c localhost:8980/opennms topology#(2),(-541,-50,2524,911),(721,405),(BD3FFBI3), (790CBFCF),(0),(BOCEAGC4) DaveqmsI=
VORI e . -
WYOMING g ==Pe" Apps [l Personal [ Sexy Topology UV Out of many, one: | OpenNMS Foundatc .- crosschasm.com/Sc ¢ Estimote Beacons — [ Business  ¥F Obama'sWay [ MacOSX [ Spors (8D [ OaaS  Bug ID:JDK-71645 » [ Other Bagkmarks
ad |
| A Topelogy Map
T ot \ 1 User: admin (Notices ) - Log out
| HEBRASKA ' omaha
| Satlakecly =t @ 1o ikid
g | ik I G)Fm ollins | b b Node List Search Outages Path Outages Dashboards: Events Alirms Notifications Assets Repoms Chams Survelliance Maps: AddNode Admin Suppar
: | Dever | :
1 S I Lo Bt
a5 i United ot
REVADA UTak | RV il - - e -
Sacramgnto | COLORADD States sum P ——iy i sy syl e fooom. e oo, o seoiior sl ol cxaf- el
N | @Puehlo KARBAS [ »
Francisco Cadur City | Wichita = ——— = —=] =1
San Jose # el @ = B=q o b frm— . —— v @
D oo N - il i !
TR e Famingey e T e ®
Sclechd _ visaka - r— 2 = =
o @ P il L | i ®0hlahoma City =1 = == == = j= =d =e a
G § | Sarta Fe | — - o el oy
| | =
- fi | | =
e - R Redcly Pt | g buquerque e b TR B = =
aste 3 | | { ——_
B med " Lake Fiavasu Gty | Covis 15 L = — _— —— e
L¥: Angeles % RRLTINA | WEW NEXICD Q — = = o
San Clomerse | . Phoenix | Roawel| @R Tukari ) A ] N
L o | | R —— -
http:f{demo.opennms.org/opennms/node-maps =sa Grands | Mot i . Dall Powered by = il s e
e = =
e = ||\ B e =
. e o
* STUI Semantic Topology Ul T e\
= o g
—— v il = e L3 [E3[ &)
= | e
Allows users to = =
t- I I = t = == = = e E = = = ==
Se man Ica n aVI a e e — o L 8 Th b e e e S o e e
y g Marms | Nodes SelectAll Desslect All | Acknowledge  # || Submat
0 ¥ Severty  MNode uEl Count  LastEventTime Log Message &
between related nodes to T T e Aemasram I e 1 e e e
46274 | Minor 2.cocom T Apr 18,2013 11:30:37 AM _ SNMP outage identified 10.123.4.17 with poll falled, addr=10.123.1.17 oki=.3.6.4.24.1.2.0.
- 46272 §Minor  ASAKDicacom  uelopennms.orghodesincdelostService 1 Apr 18,2013 11:30:36 AM  SNMP outage identfied 10.423.4.10 with pollfailed, addr=10.123.1.10 oki=1.3.6.1 211.2.0.
d Ia n OS e ro b I e m S 46269 WMinor  pconfwni uol.opennms.crginadesinodaLastService 1 Apr 18,2013 11:30:34 AM  SNMP outago identified 10.423.1.5 with poll falled, addr=10.123.1.5 oid=1.1.6.12.1.1.2.0.
46251 W Major  ASAKD1-parner 1 Apr 18,2013 11:30:01 AM  SNMP outage identified 10.123.1.11 with poll failed, addr=10.123.1.11 0id=.1.36.1.21.1.2.0.
- 46249 Minor 25ak02 ca.com wel.opennms orginodesidataCollectionFalled L] Apr 19,20139:12:14 AM  SNMP data collection on interface 10.123.1.17 falled with ‘Timeout retrieving SnmpCollectors for 10.123.1.17 for /10.123.1.17: SnmpCollectors for 10.123.
. N o d e re I atl 0 n S are 46248 | Minor econtwll mmnmm:mucdh:ﬂmh\hﬂ T8 Apr 18,2013 13AM  SNMP data collection on interface 10.123.1 shhnmm-mmhvusmﬁcmﬂnmm.ﬂa.a slnrrlnﬂ:.m:smpcniamlnrm 123.4.5:

automatically discovered

© OpenNMS / Entimoss 2012
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Wide community of commercial users
——

W% KAISER PERMANENTE.{

B|C

Lla;pitals and Clinics
of Minnesota

FOXTELL< B

1 !rl I.l-J c--I
' [
a A

* Papa Johns Pizza http://www.papajohns.com/
* Minnesota Children's Hospital http://www.childrensmn.org/
* Oregon State University http://oregonstate.edu
* Permanente Medical Group www.permanente.net
JUﬂl Per * Myspace www.myspace.com
HETeRES *  Ocado www.ocado.com
_* FreshDirect http://www.freshdirect.com
: v *  FoxTV (Australia) http://www.foxtel.com.au
- *  BBC Monitoring www.monitor.bbc.co.uk
MEW EDGE . prastSearch http://www.fastsearch.com/
an e coweany ® New Edge Networks http://www.newedgenetworks.com/
* Rackspace http://www.rackspace.com
*  Swisscom Eurospot http://www.swisscom-eurospot.com

*  Wind Telecomunicazioni SpA (Italy) http://www.wind.it
-

BT www.bt.co.uk

Zen Internet http://www.zen.co.uk//
* Argiva http://www.argiva.com/
* Airspeed http://airspeed.ie/

@

=

e
HOSTING

And many more - 4000 downloads per week

() - f '
AirSpeed QrgQliva 2 1dST
TELECOM , -
© OpenNMS / Entimoss 2012 B J A Microsoft Subsidiary
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Children’s

St

Better Pizza,

$

SWIsscom:

orsstate | S|
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AirSpeed @pziNMS UK=F

TELECOM WWW.opennms.co.uk

Use Case One

OpenNMS at
AirSpeed Telecom

Donal Cunningham, AirSpeed Telecom

dcunningham@airspeed.ie

© OpenNMS / Entimoss 2015 entimOSS limited Company registered in England and Wales No.
06402040



A{I}E’SPEEd AirSpeed in Ireland @peiNms UK

Www.opennms.co.uk

* AirSpeed runs the largest licensed

wireless network in Ireland outside  AerLingus 4% m
the mobile operators. - crstU g STADIM
RTE NL LUl . P Vista

* Diverse and demanding customer
requirements

— 24x7x365 proactive monitoring of
customers networks.

DEW tiketmaster g /p 5 HEAnet

..........

. KEE‘V)&S EMC

— best in class SLAs o et o
— High performance connections Y., oed
— Guaranteed availabilities to 99.999% 3’:_:?\1; rﬂ - TG4 olgﬂ" e net
— true diversity for back up solutions o | 'I =
KBEC .. Q\O- Nv——
|~ - Es 3.3 AVOLON'

a . -’ 5
m qﬂ Schering-Flough coll ; Udards na Gaeltachta

© OpenNMS / Entimoss 2012 slide - 19
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ArrSpeed Managed Technology @paaNms UK

TELECOM WWW.opennms.co.uk

Network

— Wireless point to point /multipoint CUSTOMER
— MPLS PREMISES

— Leased Line ”
— Diversity / Back Up Network ... g

— Business Broadband
— High Speed Internet T
GONTROL
Wholesale Services - e
— Ethernet Private Line % wtemarion
. . . SOFTSWITCHGORE ! ' 4 )
— Ethernet Virtual Private Line , s .
— E1/E3/DS3 Pseudo-wire services / CARRIER ETHERNET
— Wholesale Voice
— Wholesale MSSP

— Wholesale Internet o cARRIERS
* Voice and Collaboration

— SIP Voice NI e (NG

— Webcasting T

— International Peering
* Security Service support

. LAX /X090
— Managed Firewall

© OpenNMS / Entimoss 2012 slide - 20
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ArrSpeed OpenNMS

TELECOM

* OpenNMS is Airspeed’s primary
monitoring system

— Deployment has grown with business
over 5 years

* Why OpenNMS?
— Cost
— Open Source
— Feature rich
— Flexibility

* Operational Experience
— Highly configurable
— Full visibility of code

— Active online community
I 3rd Party integration

© OpenNMS / Entimoss 2012
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QrQIvo GpaiNms UK

Www.opennms.co.uk

Use Case Two

OpenNMS at Argiva

lan Jarrett, Argiva

lan.jarrett@argiva.com

© OpenNMS / Entimoss 2015 entimOSS limited Company registered in England and Wales No.
06402040



QrQIiva

© OpenNMS / Entimoss 2012

Diverse Services

Television Distribution

Distribute over 500 TV channels including

all UK terrestrial television channels.

Television Playout

Playout services for many global brands

Digital Cinema

Electronic delivery of Digital Cinema
Packages and live alternative events

Broadcast Radio

Broadcasting 500 radio stations from
1,500 transmission sites on analogue
AM/FM and DAB digital radio.

@pziNMs UK

St

Www.opennms.co.uk

Events, News & Sports

Managed global satellite and fibre
distribution from all major broadcast
hubs to all major broadcasters.

Studio & Production
Faclilities

Flexible studio and production
facilities with global connectivity.

Satellite Data
Communications

Mission-critical international IP data
connectivity through our global teleport
and terrestrial fibre infrastructure.

Our Network

Our core assets include the UK
terrestrial broadcast network together
with teleports and media hubs at key
locations around the world, plus
comprehensive satellite capacity,
multiplexes and an international

fibre network.

slide - 23



QrQiva openNMS at Argiva GpaiNms UK

Www.opennms.co.uk

* Arqgiva has been using OpenNMS in
various guises for around 10 years

— OpenNMS is not our primary management
platform but it provides a very flexible
‘network management layer’ for adapting
unusual requirements

* Multiple deployments

— Initial trials of Digital broadcasting
management

— Trials of Smart Metering Management
— Internal infrastructure management
— Management of certain customer networks

* USE CASE: This use case will look at
OpenNMS flexibility for monitoring the
state of BGP peers
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BGP In this network

* For resilience, each customer is connected via a primary and a secondary
router
— Our main peer maintains BGP connections to primary routers
— Our reserve peer maintains BGP connections to secondary routers
* BGP connections can switch between peers in order to maintain service
— These are seen as state changes on the peer

% A primary
<\ AS 64521
% % A secondary (CUST-A)
I:l 211 main % B primary
) AS 64520 AS 64522
(vvzrNMS
op (me) (CUST-B)
% B secondary
% % C primary
reserve
AS 64523
% C secondary (CUST-C)
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How i1t works: BGP Peer States

State changes are reported by peers as
SNMP traps. However, traps can
sometimes be missed

So peers also use numeric values in
SNMP to represent the state of BGP
connections:

idle

connect

active

open sent

open confirmed

. established

OpenNMS can collect these values and
sets thresholds on them. Any value other
than 6 will trigger a “down” event which is
re-armed when it goes back above 5
OpenNMS can also maintain state for each
service and tell us whether it is up or
down

o0k wNE
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Established connection

Collected data, graphed
by OpenNMS

Dropped connection
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Summary

* ‘when | encounter a new problem, | can usually think of a way it can
be solved using OpenNMS configuration’

* OpenNMS
— Cost effective
— Simple to use
— Highly flexible

* OpenNMS provides a very cost effective bridge between diverse
equipment and our other OSS systems
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What Next ?
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Strategic OpenNMS Architecture

Designed for very large
deployments in service providers

Fully Distributed Architecture
— Inherently scalable and fault tolerant

Big Data solution
— Newts = Cassandra NOSQL storage
of performance data
SOA Technology
— Embedded Apache Service Mix ESB
for events, messaging and control of
platform
Modularised
— OSGi based modular and distributed
deployment of system
Object Level Access Control
— Secure multi-tenanted solution
Industry Standard OSS API's
— TM Forum TIP etc.

© OpenNMS / Entimoss 2012

Distributed Poller / Data Collector

Messaging (Servicemix/ Camel)
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Monitoring

system

administrator

Manager. Customer Engineering Surveillance

Q

\\\\\\\\\\\\\\\\\\\

A

WebUI (Jetty)

data colleciion

configruration

Jow policy

JW

servicemix /

camel ESB

messaging data

collection

data collection
configruration

K
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‘o-o.-.O" | NoSQL Performance Data Storage and resilience Strategy
I pea cente (02 * OpenNMS has developed a NoSQL
senerz Senerz ] performance data storage strategy

which can provide an alternative to

zgg i @ RRD files — See Newts v 1.0
* http:/lopennms.github.io/newts/

GW Router GW Router

-

Self s L _/»@«:?
Replicating «¢ Cassandra
Ring Users
[ GW Router | [ GW Router | /
Data Centre 1 (DC1) ey —
. Financial backupify’ Emsim{“@]g CLOUDTALK
« Social Media
« Advertising
ONMSl ONMSlBacku * Entertainment 3 P ,
« Energy Nnklng Mal'lalo +-OOYALA
- E-tail
« Health care N ['l' F l | x ngmoco:] tp OPENWAVE
Qi 14 - Government .@ _
https://github.com/OpenNMS/newts/wiki YoenX Orodepoce. ¢

HOSTING
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Please join us — we need your help ©@p2aNMS UK=
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°* Giveitago

— Download and try the latest OpenNMS 14.x

— Even if you don't yet feel OpenNMS is ready for your environment, you can help us
enhance it to where you need it to be.

* Become part of the User Community

— Could OpenNMS strategically or tactically fit with your organisation?
* Contribute
— Bug reports, feature requests, documentation, configurations, helping other users

— Development partners; sponsoring or contributing new features

— Research partners; labs / universities
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Thank you | Questions

QUESTIONS
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Backup

Additional info on Arqiva Use Case

© OpenNMS / Entimoss 2015 entimOSS limited Company registered in England and Wales No.
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How it works: BGP

The Border Gateway Protocol, BGP, is an application layer routing protocol
that runs on routers

* Itis a very scalable routing protocol that achieves its scalability by grouping
together collections of routes into logical “Autonomous Systems” (AS)

— RFC 1930 reserves the block 64512 — 65535 for private use, i.e. not to be advertised on
the global Internet.

* Information about each AS is provided by a Border Router, which forms a
relationship with other border routers known as »

S

Border Router

AS 64520 /$ %
(me) A

Border Router Border Router

Border Router

AS 64521
(CUST-A)

AS 64522
(CUST-B)

AS 64523
(CUST-C)
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* We used OpenNMS version 1.8.16
* OpenNMS collects BGP peer states from the SNMP agent on each border router
— This is stored in “round robin” files that can be used to build graphs and reports etc.

* Each value is checked against a threshold which might trigger a falling or re-
arm event

* This is OK, but threshold events do not contain information about services

* To do this, triggered events are copied and enriched with service data from an
external database
— This data can include customer (service) name, path type (primary or secondary) and state
(live or backup) etc.

=

.’\'/‘.

Operator

Data Event
—>
% Collection Thresholds Translation

Border router

SNMP agent
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How it works: Inside OpenNMS

°* Threshold events can be translated into service events, which relate to a service
on a specific interface

°* Because a service is not a real physical “thing”, OpenNMS must passively rely
upon events in order to maintain its up/down status

* When a “Passive Status” goes up or down, OpenNMS updates an outage record
which is viewable by operators, along with outage events and alarms

Outages

Passive N/
—> —> —>
% Status “
Operator

Border router T
SNMP agent
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