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Imposter Symdrome
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Building Software: Why do |

S cgre?,
2011

Customer/Service
Databases
Network Config Backups

Monitoring configuration

generation
Bash/perl/python/ruby
scripts

Network Configuration

Automation

Network Monitoring
Scripts (nagios plugins!)
Reporting Tools
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LINX's Story

< C' @ https://stats.linx.net

LINX

Total LINX traffic flow

This graph shows the aggregated traffic across all LINX
Peering LANSs.

For more fine grained statistics along with separate
views for the aggregated traffic flow per LAN you can
visit the "Graph analysis" page available from the
following link.

LINX offers a private interconnect (Pl) service in London
for large bilateral flows between members. This is on a
passive infrastructure, with no direct measurement by
LINX, but our members provide us with data on traffic
flows on a voluntary basis. This indicates that more
traffic is carried by the Pl infrastructure (in Telehouse
and Telecity docklands sites) than is on the multilateral
peering LAN in London, and that it is growing at a faster
rate. We will be providing connections statistics about
this service in a later iteration of this site.
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LINX's Story

o 25+products
o 50+ codebases
o 350,000+lines of code
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8 Things | wish | knew
before starting a software
team




Things | learned #1 - Hiring

“This 1s more precise than objectively reviewing resumes.”




Things | learned #2 - Culture




Things | learned #3 - Becoming
Agile




Things | learned #4 - Managing
Expectations




Things | learned #5 - Technical

Debt
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Things | learned #6 - Take Risks
But...

Experience is the name everyone gives to
their mistakes
- Oscar Wilde




Things | learned #7 - Hypothesis
Driven Development




Things | learned #8 - Do the
DevOps

¥ gnw“ ‘

k L
» Ly |
go
‘.., s ¢
memegenerajornet




Network Automation




Network Automation - Our
requirements

* Cross Platform
* Juniper, Extreme and Edgecore

* Allow manual engineer intervention

* Able to approach the solution iteratively



Network Automation - Our
Approach

NAPALM




Network Automation - Our
Approach

Ansible NAPALM & Config Generation Process Flow

Fetch Current Config Succeed with Diff
Output

(Store Applied Config)

Template
Configuration

Compare Current Actual G Generate Compare Current i v Generatce
vs Previous Applied OGS Candidate Configuration with ETENCE Apply : 2
: Match - ; g ; ) Detected Configuration
Config Configuration Candidate Configuration

Configs

YML Service Maich
Inventory
Previous Applied Config Succeed
Difference {no change)

Detected

N\

Fail with Error
& Diff




Network Automation - Our
Approach

Web GUI

Logical (config) \
Inventory l\ ) LSP Planning Tool
4

Read from LINX APl to gather hardware &
service info

YAML Generation Scripts

lwme updated YML logical inventory

YAML Service / Logical Inventory
(in Git Repository)

Read port allocation
and configuration info
Service Inventory J LINX API k Hardware Inventory




Network Automation - Conclusion
& Future

 Automated Config Validation
* Syntax
* Reachability
* Capacity
* Continuous Deployment
* More and more templated
* More power in web frontends
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