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Recently…



LONAP
• Not-for-profit, neutral Internet Exchange Point (IXP).
• Established in 1997.
• Members are all equal stakeholders. 
• 8 Points of Presence across 7 of the major London data centres.
• ~250 members.
• ~350 connected ports.
• 1Tbps, ~130Mpps peak traffic.
• 4x full time staff.
• Board of elected non-exec directors.

• Connected networks are a mix of Internet Service Providers, content/hosting networks and CDNs. 
They include: Google, Netflix, Microsoft, BBC, Apple, Twitter, TikTok, eBay, Sky, Vodafone.

• Full list: https://lonap.net/members



Points of Presence

• TELEHOUSE NORTH BUILDING
• TELEHOUSE NORTH 2

• TELEHOUSE EAST BUILDING

• TELEHOUSE WEST BUILDING

• EQUINIX LD8, 6-7 AND 8-9 HARBOUR EXCHANGE

• INTERXION LONDON (SOVEREIGN HOUSE)
• INTERXION LONDON (CLOUD HOUSE)

• EQUINIX LD6, SLOUGH
• EQUINIX LD4, LD5, LD7 & LD10, SLOUGH

• INTERXION LON1 CAMPUS HANBURY STREET
• INTERXION LON2, LON3



Points of Presence
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“DevOps” Engineer
• Operations.

• Software development.
• Network Engineering.

• System administration (10x servers, >100 VMs).

• Management of many internal and member facing systems.
• Maintenance  - physical infrastructure changes, software upgrades, configuration rollout.
• Deployment.
• Configuration management.

• Automation.
• Monitoring.

• Data centre engineering.
• Handling alerts – 24/7/365.

• Member support (where needed).



Network Automation

NAPALM

oxidized



Existing Network or New Deployment..?

Which is best?

Existing:

• Lot of work to (hopefully) generate the same configuration that’s already in place.
• Good time to review configuration.
• Potential inconsistencies from years of manual configuration.
• Scary deployment – can’t break network!

New network (“green field”):

• Can deploy without worrying about breaking anything.
• Testing/debugging/fixing configuration at the same time as working on automation. 



SaltStack

All logic built in to the templates.

This became beneficial later on!



SaltStack: Grains “facts”



SaltStack: Pillar “configuration”



SaltStack: Pillar

Common 
(Global)

Site
Specific

O/S
Specific

Role
Specific

Device
Specific

CONFIG

bgp:
  communities:
    - '8330:9'

bgp:
  communities:
    - '8330:7'

bgp:
  communities:
    - '8330:9’
    - '8330:7’
    - '8330:71’

This is merged…

bgp:
  communities:
    - '8330:71'



SaltStack: Salt Mine

Salt
Mine

• device_num
• asn
• loopback_ip
• management_ip

Dynamic information about other devices.



SaltStack: Jinja2 Templates



Merging (vs Replace)



Configuration Deployment



‘run-salt’

Humans vs cron…



Changes you forgot to apply!



The End ?????



Let’s revisit this...

NAPALM

oxidized



Hmm…do we actually need SaltStack? 🤔

NAPALM

oxidized



SaltStack

• SaltStack has worked great, but it’s a big codebase maintained by 
others.
• Breakages are a real problem in network operations.
• Awaiting packages.

• Only using a small part of it.

• Managing a minion proxy process per-device.

• Template / data errors can be difficult to debug.



Custom Tooling

• Own code – all within our control.
• Can run from anywhere.

• Minimal dependencies.
• Though does require all of the data sources to be in place.

• Faster.
• More flexible.
• Can design interface how we want it to work.
• Can easily expand scope of tooling.



Starting afresh… ish.



Safety Concerns..
• The tooling breaking could be a nightmare during maintenance or DC work.

• However…. primary concern is to generate the correct configuration. We must not break the network.

• Better to fail than to generate the wrong configuration, because some data is not available.

• Reduce dependencies – we don’t want the tool we need to fix the network to be broken with the network.

• Think about race conditions when committing configuration (see change -> data changes -> commit 
change). Ideally we want to be sure we are committing the changes we’ve seen/approved.

• Cache external data. Instead of calling a HTTP API directly, write it to a file.

• Keep good logs / history – useful for operational reasons (history), essential for debugging.

• Beware of vendor bugs.



‘LONOPS’

$ lonops <targets> <action> [param]



Targets (1)

Single device:

Multiple devices:

Wildcard:



Targets (2)
Only edge boxes (no spines):

Exclude some matches:

Exclude with wildcard:



Targets (3)

Just do everything:
..but all at the same time:

(using threads)

Coming soon:
• By environment.
• By role.



Action: facts



Action: set_config



Instant backups/notification with Oxidized
lonops

(commit)

oxidized



Action: print, load, replace



Action: print, load, replace

common.j2

ixp-switch.j2



Action: maintenance (member affecting)

BCP 214
RFC 8327
Mitigating the Negative Impact of Maintenance
through BGP Session Culling.

https://www.rfc-editor.org/info/bcp214



Action: maintenance



Development / Troubleshooting



Coming soon..
One tool for all day to day activities…

• ISLs – depref, repref.

• Look up member ports, by name, ASN etc:
• Status.
• Traffic.
• Check light levels.

• Optic inventory - where are the spares?



Comments?  Questions?


